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ABSTRACT 

 

If biological aging is understood as some process of damage accumulation, it does not 

necessarily lead to increasing mortality rate. Within the framework of suggested mod-

els and relevant examples we show that even for the monotonically increasing degra-

dation, the mortality rate can, at least, ultimately decrease.  Aging properties of sys-

tems with imperfect repair are also studied.  It is shown that for some models of im-

perfect repair the corresponding age process is monotone and stable. This means that 

as ∞→t , degradation slows down, which results in the mortality rate deceleration 

and its possible convergence to a constant. 
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1. INTRODUCTION 

 

Mortality rates of most species increase with time, at least in the post-reproductive 

period. Does a possible deceleration in mortality mean a deceleration in aging? This 

certainly depends on a definition of aging and we show under certain assumptions that 

when overall aging of an organism is understood as some accumulation of damage 

(additive degradation, which models age related dynamics of bio-markers of aging), it 
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does not necessarily lead to increasing mortality rates.  Therefore, we distinguish be-

tween the deterioration per se and its manifestation in the form of the increasing mor-

tality rate, which is likely but not always to occur. In this way we partially argue with 

Finch (1990), where he defines senescence as “age-related changes in an organism 

that adversely affect its vitality and functions, but most important increase the mortal-

ity rate…” (see also Vaupel et al (2004) for the corresponding discussion). We, on the 

contrary, emphasize the fact that accumulation of damage of some kind, e.g., deleteri-

ous mutation accumulation (Mueller and Rose, 1996) eventually defines these age re-

lated changes in an organism and, combined with other factors, determines the shape 

of the mortality rate. 

     In sections 2-4, using our random vitality model, we analyze the shape of the mor-

tality rate and show that even for models with monotonically increasing degradation 

the mortality rate can still decrease. In Section 5 aging properties of systems with im-

perfect repair are investigated. It turns out that for some models of imperfect repair 

the corresponding age process is monotone and stable. This means that as ∞→t , 

degradation slows down, which results in the mortality rate deceleration and its possi-

ble convergence to a constant. It is worth noting that the considered stochastic ap-

proaches to mortality modeling can be used for degradation modeling in engineering 

systems as well. 

 

2. DEGRADATION AND THE SHAPE OF MORTALITY RATE 

 

Let T  denote a lifetime random variable with the cumulative distribution function 

(Cdf) )(tF  and the corresponding mortality rate )(tµ . Does increasing mortality rate 

)(tµ  really describe aging?  In fact, this is a matter of definition: in reliability theory 

e.g., the simplest and the most popular class of aging distributions is the class of dis-

tributions with increasing failure rate (IFR) (Barlow and Proschan, 1975). The in-

creasing mortality rate shows that probability of death of organisms in a unit interval 

of time increases with age. This is a rather natural definition, which certainly can be 

applied to human mortality at adult ages.  

     The foregoing expresses a statistical (black box) point of view, when the only in-

formation at hand is the mortality data. When we deal with biological aging, an under-

lying biological process (processes) of aging should be somehow taken into account. 
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Most researchers agree that biological aging can be described by the accumulation of 

a damage of some kind, which leads to “age-related changes in an organism that ad-

versely affect its vitality and functions” (Finch, 1990) and in the current note we shall 

follow this interpretation        

     Does damage accumulation (e.g., of deleterious mutations) lead to increasing mor-

tality rates? General progressive models of aging (Aalen and Geising, 2001), de-

scribed by underlying monotonically increasing stochastic processes of wear or deg-

radation, often result in increasing mortality rates.  This is, in some sense, a natural 

situation, but other shapes of the mortality rate are also possible. 

      Let, for instance, deterioration be described by the number of events 

),0[),( tttN ∈  in the homogeneous Poisson process with rate λ . Denote by R  the 

corresponding threshold: a failure (death) occurs when the increasing )(tN  reaches 

R . Denote the time to failure distribution by ))(Pr()Pr()( RtNtTtF ≥=≤= . It is 

well-known that )(tF  in this case is a Gamma distribution with parameters λ,R , 

when R  is an integer and ]1[ +R  otherwise. Therefore, it has an increasing mortality 

(failure) rate )(tµ  with 0)0( =µ  and λµ =∞→ )(lim tt .  

     Assume now that R  is random and discrete. The case of continuous R  will be 

considered in the next section. Denote by ,...2,1),( =rtrµ  the mortality rate for the 

realization of a threshold r . Then the resulting mortality rate should be obtained via 

the following conditioning (Yashin and Manton, 1997): 

]|)([)( tTtEt R ≥= µµ                                                    (1) 

Let, e.g., R  be Poisson-distributed with parameter η  and with additional condition 

that 1≥r . Then 
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which is also an increasing function and λµ =∞→ )(lim tt . 

     Thus the monotone degradation of a specific type leads to an increasing mortality 

rate in this example. The following important general result of Shaked and Shantiku-

mar (1988) is well-known:   

 

a. An increasing jump process in a threshold model results in an increasing failure 

rate in average (IFRA) lifetime distribution. 

b. If the process of deterioration with a threshold is described by an increasing Levy 

process with a Levy measure which has a decreasing density, then the corresponding 

lifetime is IFR. 

 

     Damage accumulation in accordance with )(tN  is an illustration of both of these 

statements. Indeed, on one hand, the homogeneous Poisson process is the specific 

case of a jump process. Therefore, the corresponding lifetime should be, at least, 

IFRA (in our specific case it is even IFR). On the other hand, the gamma process 

(which has a Levy measure with a decreasing density) can be viewed as a limit of the 

specially constructed compound Poisson process with the gamma distributed jumps, 

and therefore the corresponding lifetime should be IFR.  

     In the next section we will present some reasoning and examples which show that 

increasing degradation can result in decreasing (even to 0  as ∞→t ) mortality rates. 

 

3. RANDOM VITALITY MODEL 

 

Assume that at birth ( 0=t ) an organism acquires an initial unobserved random re-

source or vitality R  with the Cdf )(0 rF . Suppose that for each realization of R  the 

deterministic run out resource )(tW ( 0)0( =W ) to be called wear (or degradation) 

monotonically increases and continuous. Death occurs when the wear reaches R , 

which means that RTW =)( , therefore  

))(Pr())()(Pr()Pr()( tWRtWTWtTtF ≤=≤=≤≡ .                  (2) 

As )Pr()(0 rRrF ≤≡ , substituting )(tW  instead of  r  and taking into account equa-

tion (2):  

))(())(Pr()( 0 tWFtWRtF =≤= .                                    (3) 
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Thus the lifetime Cdf )(tF  is defined in terms of the resource Cdf )(0 rF  and the 

wear )(tW . The mortality rate )(tµ  can be also defined via equation (3) as   

))(()(
)(1

)(
)( 0 tWtW

tF
tf

t λµ ′=
−

= ,                                  (4) 

where )(0 tλ  is the failure rate, which corresponds to the Cdf )(0 tF  and )()( tFtf ′=  

is the corresponding probability density function. It is worth noting that a similar con-

cept of a random vitality was used by Singpurwalla (2004) and was called the “hazard 

potential”, as the role of )(tW was played by the cumulated mortality rate �
t

duu
0

)(µ . 

     Equation (4) can be used for analyzing the shape of the mortality rate in this 

model. Assume, at first, for simplicity that constt =)(0λ , and that )(tW  is increasing 

as a power function 10, << ααt . It is easy to see from (4) that the mortality rate )(tµ  

is decreasing. Another example is the Weibull distribution with a linear failure rate: 

0;)(0 >= ββλ tt . Then )(tµ  is decreasing, when 5.00 << α . Note, that the linear 

failure rate is a good approximation for the failure rate of the truncated normal distri-

bution, which can be used for )(0 rF  modeling. Thus, these examples show that al-

though degradation takes place (the degradation function )(tW  is increasing), the 

mortality rate is still decreasing. 

     It is natural to model a random wear, which is the case in reality, by a monotoni-

cally increasing stochastic process 0, ≥tWt . Some appropriate models for 0, ≥tWt  

can be found in Singpurwala (1995). Substituting the deterministic wear )(tW  in (2) 

by the increasing stochastic process 0, ≥tWt  leads to the following relation  

)]([)Pr()Pr()( 0 tt WFEWRtTtF =≤=≤= .                             (5) 

     Similar to (1), it follows from Yashin and Manton (1997) and relation (4), that the 

observed mortality rate is given by the following formula 

]|)([)( 0 tTWwEt tt >= λµ ,                                              (6) 

where tw  denotes the stochastic rate of diffusion: dtwdW tt ≡  and the baseline failure 

rate )(0 tλ  is defined by the Cdf )(0 tF .  
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Example 1. Let 10 =λ  and consider a specific case of the process of degradation: 

]1}[exp{ −== tkZwW tt , where 0>k  is a constant and Z  is an exponential random 

variable with parameter ϑ  (the case of a gamma Cdf is similar). Then, similar to 

Finkelstein (2003), using relation (6) it is easy to obtain by direct integration:   

ϑ
ϑµ

+−
−+=

ktk
k

t
}exp{

1)( . 

     It follows from this equation, that ϑµ /)0( k= . For ϑ<k , )(tµ  is monotonically 

increasing, asymptotically converging to 1, whereas for  ϑ>k  it is monotonically 

decreasing. 

 

Example 2. As in the previous example, consider a specific multiplicative degrada-

tion model : ZtWt = , where Z  has a Weibull distribution with parameters λ  (scale) 

and R  (shape). Assume also that the threshold  R  is deterministic. Then by direct 

reasoning: 
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It is easy to see that 0)(lim)(lim 0 == ∞→→ tt tt µµ  (Bae et al, 2007) and that this func-

tion is monotonically increasing in ),0( maxt  and then monotonically decreasing in 

),[ max ∞t , where maxt  denotes the value of t  at which it reaches the maximum. Thus 

the shape of )(tµ  exhibits the ultimate decline to 0 , although degradation is modeled 

by the increasing paths stochastic process.  

 

     Finally it is worth mentioning that if the process of wear }0,{ ≥tWt  is modeled by 

the Wiener process with drift, then the first-passage problem for the deterministic 

threshold R  results in the inverse Gaussian time to failure distribution with ultimately 
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decreasing or increasing (which depends on the values of parameters involved) mor-

tality rate. 

 

4. GENERALIZATION OF THE STREHLER-MILDVAN MODEL 

 

As in the previous model, consider a first passage-type setting but with an additional 

feature of killing events (Singpurwalla, 1995; Finkelstein 2003): Let 0, ≥tWt  denote 

an increasing stochastic process of damage accumulation and let )(tB  be a determi-

nistic function that defines the corresponding boundary. Death of an organism occurs 

when tW  exceeds )(tB  for the first time. 

     Let 0, ≥tPt  be a point process of shocks with rate )(tλ , which is independent 

from 0, ≥tWt .  In the frame of the Strehler-Mildvan (1960) model we understand 

shocks as external instantaneous demands for energy. Assume for simplicity that 

probability of tW  reaching the boundary is negligible. Therefore shocks can be con-

sidered as the only cause of death.  Assume also that independently from the history, 

each shock causes death with probability )(tθ  and is ‘survived’ with the complemen-

tary probability )(1 tθ− . This can be interpreted in the following way: each shock has 

a random magnitude Y  with a common distribution function )(yΨ . The death at age 

t  occurs when this magnitude exceeds )()( tWtB − , where )(tW  is a realization of  

0, ≥tWt . Therefore, e.g., for realizations 

))()((1)|)()(Pr()( tWtBtTtWtBYt −Ψ−=≥−>=θ .                           (7) 

     In the original Strehler-Mildvan (1960) model, which was widely applied to hu-

man mortality data, our )()( tWtB −  had a meaning of remaining vitality at time t . It 

was also supposed in this model that this function linearly decreases with age, which 

can be a reasonable assumption as some biological markers of human aging can be-

have linearly (Nakamura et al, 1998). But the crucial unjustified assumption was that 

the distribution function )(yΨ  is exponential (Yashin et al, 2000). The combination 

of linearity of )()( tWtB −  and of exponentiality of  )(yΨ  had resulted in the expo-

nential form of the mortality rate and therefore can not be considered as a justification 

of the empirical Gompertz law of human mortality.  
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      Denote by ),( tHtλ  the complete intensity function of the orderly point process   

0, ≥tPt  (Cox and Isham, 1980), which takes into account the history of the process 

up to time t . Thus, dtHt t ),(λ  can be interpreted as a probability of a shock occur-

rence in ),[ dttt + , given the process history up to t . In accordance with our simplify-

ing assumption: )(),( tHt t θθ ≡  and therefore .the conditional mortality rate in our 

model is: 

dtHtt

tHTHdtttTdtHt

t

tttc

),()(

})(,|),[Pr{),(

λθ
µ
=

≥+∈=
,                        (8)      

where condition tHT t ≥)(  means that all shocks in ),0[ t  were survived. It is clear, 

that only for the specific case of the Poisson process: 

)()()(),( tttHt tc µλθµ ==                                              (9) 

and the corresponding survival function is  

�
�
�

�
�
�
−=−≡ �

t

duuutFtF
0

)()(exp)(1)( λθ                                  (10) 

Unfortunately, Strehler-Mildvan (1960) did not make this crucial assumption, without 

which their approach is not mathematically valid.  

     Equation (9) states that the resulting mortality rate is just a simple product of the 

rate of the Poisson process and of the probability )(tθ . Therefore, its shape can be 

easily analyzed.  When, e.g., )()( tWtB −  is decreasing, the probability )(tθ  is in-

creasing with age, which goes in line with the accumulation of degradation reasoning. 

If, additionally, the rate of harmful events )(tλ  is not decreasing, the resulting mortal-

ity rate )(tµ  is also increasing. On the other hand, other relevant scenarios resulting 

in decreasing mortality rate are also possible (Vaupel and Yashin, 1987, Finkelstein, 

2005).  

 

5. AGING OF REPAIRABLE SYSTEMS 

 

In previous sections we considered an overall process of degradation in organisms and 

the corresponding mortality (death) rates. But this deterioration results from degrada-

tion processes on the lower, e.g., cell level. According to a number of authors (see 

Yashin et al. (2000) for references) the DNA repair capacity can be responsible for 
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aging of humans. One can assume that in the absence of the proper (perfect) repair the 

spontaneous DNA mutations result in aging and eventually in death of an organism. 

Thus imperfect repair is likely to be the cause of various aging processes. In what fol-

lows we define aging in repairable systems and show that certain types of imperfect 

repair can still lead to the defined asymptotic “non-aging” property. 

     Consider some hypothetical repairable object, to be called for convenience a com-

ponent, which starts functioning at 0=t . Assume, as usually in renewal theory, that 

repair is perfect: after repair a component is as good as new. Then the i.i.d. sequence 

of inter-arrival times 1}{ ≥iiT  with a common distribution function )(tF  forms a stan-

dard renewal process. The renewal (waiting) times in this case are given by the se-

quence  ,...,,,0 3213212110 TTTSTTSTSS ++=+===  The corresponding stochas-

tic intensity in this case is compactly written via the indicator function as 

0);()( 1
0

≥<≤−= +

∞

=
� tStSISt nnn
n

t λλ ,                                  (11) 

where, as usual, )(/)()( tFtFt ′=λ . Denote by tA  the age process, which corresponds 

to the renewal process (11): 

0);()( 1
0

≥<≤−= +

∞

=
� tStSIStA nnn
n

t . 

      Assume that the generic IFRtF ∈)( , which means that the corresponding failure 

rate )(tλ  is not decreasing. Therefore )(tF  is an aging distribution. It is clear also 

that the perfect repair does not lead to accumulation of damage. But this is not so 

when the repair is not perfect, which is the case in nature and in most technical sys-

tems  

     There are two major possibilities. The first one is when the imperfect repair re-

duces wear only of the last cycle. It is clear that in this case the overall wear increases 

and under some reasonable assumptions this operation only decreases the rate of ac-

cumulation of wear for the process. This ant-aging mechanism is described in Finkel-

stein (2003).  Situation starts to be much more interesting when the current repair re-

duces the overall accumulated wear. We shall model this setting in the following way: 

Assume that the first instantaneous repair at 1tt =  (realization of 1T ) decreases the 

age of a system not to 0  as in the case of a perfect repair, but to 10,11 <<= qqtv , 

and the system starts the second cycle with this initial age in accordance with the dis-
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tribution of the remaining lifetime )(/)(1 11 vFtvF +− . The constant q  defines the 

quality of repair.  

     Thus, the reduction of wear is modelled by the corresponding reduction in age af-

ter the repair. Note that, as the failure rate of a component )(tλ  is increasing, the de-

scribed operation also decreases its value and the failure rate at the beginning of the 

new cycle in this realization is smaller, than it was at the end of the previous one.   

The forthcoming cycles are defined in a similar way to form a process of general re-

pair (Kijima, 1989; Finkelstein, 2000). The sequence of ages after the i th repair 

0}{ ≥iiV  in this model is defined as 

),....(),....,(;;0 1212110 iii TVqVTVqVqTVV +=+=== −                  (12) 

and distributions of the corresponding inter-arrival times for realizations iv  are given 

by:  

1,
)(

)(
)(
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1 ≥
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− i
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tvF
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    Denote the distribution of age at the start of the ( 1+i )th cycle by )(1 vAS
i+ , 

,....2,1=i    ( 0=v  at the start of the first cycle) and by ,...2,1),( =ivAE
i  the corre-

sponding age distribution at the end of the previous i th cycle. It is clear that in accor-

dance with our model (12): 

,...2,1),/()(1 ==+ iqAvA E
i

S
i ν  

The proof of following results can be found in Finkelstein (2007): 

a. Random ages at the end (start) of each cycle in the general repair model (12) form 

a stochastically increasing sequences:  

,...2,1,0;0)),()((),()( 121 =>>>> +++ ivtvAvAvAvA S
i

S
i

E
i

E
i .                (13) 

b. There exist limiting distributions for ages at the start and at the end of cycles: 

))()((lim),()(lim vAvAvAvA S
L

S
ii

E
L

E
ii == ∞→∞→ .                            (14) 

     The interpretation of this result is very simple and meaningful. The described re-

newal-type process is aging, because the ages at the start (end) of the cycles are sto-
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chastically increasing with i  and the generic failure rate )(tλ  is increasing. On the 

other hand, it follows from (14) that the sequences of ages have a finite limit, which 

means that aging slows down and asymptotically vanishes with ∞→i . 

     If the repair process in parts of organisms decreases the accumulated wear and not 

only the wear of the last cycle, then the mortality rate (as a function of degradation) of 

these parts and of an organism as a whole, slows down at advanced ages and can even 

tend to a constant (mortality plateau). Therefore, our model can explain the decelera-

tion of human mortality at advanced ages (see, e.g., Thatcher (1999)) and even ap-

proaching a mortality plateau.  
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